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For students undertaking this course, the aims are to:
A) Introduce the fundamental principles and techniques of neural network

systems.
o What kind of structure or model should we use?
o How to train or design the neural networks?
. How to use neural networks for information acquisition?

B) Investigate the principal neural network models and applications.
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a- Knowledge and Understanding :

On completing this course, students will be able to:
al- know History and structure.
a2- know Networks of Artificial Neurons.
a3- Learn about different applications in the domain.
a4-describe real world problems in mathematical terms; especially problems of
theoretical physics and environmental science.
aS-understand mathematical models described in algebraic, analytical or
topological terms.
a6-gain a detailed knowledge of the main areas of mathematics: Foundations,
Algebra, Analysis, Geometry and Probability, Applied mathematics (particularly
Newtonian mechanics, differential equations, numerical methods and linear
algebra), with the opportunity also to meet some of: advanced calculus, fluid
mechanics, advanced numerical analysis as well as some fields of applications.
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b- Intellectual Skills:
On completing this course, students will be able to:
bl- distinguish the structure of Single Layer.
b2- evaluate the need for quantitative models in real world problems.
b3- understand and evaluate the passage from the mathematical model to the
computer simulation.
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c-Professional and Practical Skills:
On completing this course, students will be able to:
cl- work with logic programming language.
c2- Learn and Generalize Single Layer.
c3- Use the algorithm in small application.
c4- apply it to small projects.
c5-Use computers and appropriate software to solve mathematical problems.
c6- Use statistical techniques and related software packages.
c7- Present ideas and results in written and oral presentations.
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d-General and Transferable Skills:

On completing this course, students will be able to:
d1- Biological Neurons and Neural Networks.

d2- perform applications.
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d3- develop computer skills: use computer and internet.
d4- develop self and long-life learning.

Introduction to Neural Networks.

Single Layer Perceptrons.

Multi-Layer Perceptrons.

Learning Algorithms.

Back Probagation Algorithm.

Conjugate Gradient Learning.
Application Single character recognition.
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I- Lecturing on board.
2- Having free discussions.
3- Asking the students some questions.
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The same as normal students, only skeletal disabilities are allowed in the Faculty
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1- Final exam to assess daxdival) cullud) -
2- Oral exam to assess
3- Mid-Term Exam to assess
4- Practical Exam to assess
1- Final exam week 16 s b gl
2- Oral exam week 16
3- Mid-Term Exam week 7
4- Practical Exam week
- Mid-Term Examination 10% sl as -z
- Final-Term Examination  60%
- Oral Examination 10%
- Practical Examination 20%

Total 100%
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- An Introduction to Neural Networks By K Gurney . Publisher :Routledge, 1997.
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- Neural Networks: A Comprehensive Foundation By S. Haykin Prentice Hall,

1999.
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Introduction to Neural Networks. 1,2 al cl dl
Single Layer Perceptrons. 3.4 a2 bl c2
Multi-Layer Perceptrons. 5,6,7,8 a3 c3 d2
Igiggr;ii?fmzi&lgorithms, Back Probagation 9.10,11 ad b2 cd.c5, B3
Conjugate Gradient Learning. 12 as b3 cb d4
Application Single characcter recognition. 13 a5,a6 b3 c7 d4
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