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For students undertaking this course, the aims are to:

1 - Outline the basic information of different types of samples and the sampling
distributions

2 - Study the properties of estimators

3 - Study the methods of point estimation

4 - Enable the student to use the confidence interval estimation for the population
parameters
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a- Knowledge and Understanding
On completing this course, students will be able to:
al-Acquire an Understanding of the different types of samples.
a2 - Identify the sampling distributions of the sample statistics.
a3 - understand the ideas of bias, consistency, sufficiency and minimum variance
unbiased estimators
a4 - Explain the maximum likelihood estimator , the method of moments estimator
, the least squares estimator , the Bayesian estimator and the decision function
approach
a5 - Recognize the confidence interval for parameters
a 6- List the sample size estimation
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b- Intellectual Skills
On completing this course, students will be able to:
bl - develop and apply the methods of selecting the random samples.
b2 - distinguish between the sampling distribution and the usual distribution
b3 -Apply the methods of finding the point estimators for the unknown population
parameters
b4 - Construct the interval estimation for the unknown parameters
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c- Professional and Practical Skills
On completing this course, students will be able to:
cl - Critically use the table of random numbers in selecting simple random
samples.
c2 - differentiate between one and two sample distribution
c3 - Apply the properties of the estimators in determining the best one.
c4 - Compare between different methods of point estimation
c5 - Constructing the confidence intervals
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d- General and Transferable Skills
On completing this course, students will be able to:
dl1 - Collect and analyze the data
d2 - Solve the problems on a scientific basis
d3 - Search for information
d4 - Present results in oral and written means
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1. Types of samples: simple random sample, stratified, systematic and cluster
samples

2. The sampling distribution of the mean, variance and the proportion

3. The sampling distribution of the difference between means , between the
proportions and the ratio of variances

4. Properties of a good estimator: unbiasedness, efficiency, consistency and
sufficiency

5. The Information function.

6. Methods of point estimation: method of moments, method of maximum ol g -t
likelithood, method of least squares, Bayesian method and the decision function
approach
7. The confidence interval of the unknown parameter of one population.
8. The confidence interval of the difference between two unknown means,
difference between two proportion and the ratio of the variances of two
populations.
9. Estimation of the sample size
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1- Fial exam to assess al-a6,bl -b5,cl-c5,d2 R
2- Or'al exam to assess al - a6, bl, b2,d1-d4 &..: o)
3- Mid-Term Exam to assess al,a2, bl,b2,cl,c2,d2

1- Fial exam week 16

2- Oral exam week 16 <l gl
3- Mid-Term Exam week 6

- Mid-Term Examination 10%

- Final-Term Examination  80%

- Oral Examination 10% o ajs -

- Practical Examination 0
Total 100%
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- Lecture Notes & jSdall
Robert V. Hogg & Allan T. Crig, Introduction to Mathematical Statistics.
Douglas, C. and George, C. (2003). Applied statistics and probability for dajle gl o
engineering. John Wiley & Sons. Inc
Hqgg, R.V. apd Tanis, E.A. (2006). Probability and Statistical Inference, 7th i ik oS ¢
edition. Prentice Hall.
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Types of samples: simple random sample,
stratified, systematic and cluster samples ! al bl cl dl - d4
T hg sampling dlstr1b1_1t10n of the mean, 7.3 D0 b o dl - d4
variance and the proportion
The sampling distribution of the difference
between means , between the proportions and 4 a2 b2 c3 d2 - d4
the ratio of variances
Prop;rﬂes of a'good estimator: .unblasedness, 5.6 23 b3 3 D - d4
efficiency, consistency and sufficiency
The Information function. 7 a3 b3 c3 d2 - d4
Methods of point estimation: method of
moments, method of maximum likelihood,
method of least squares, Bayesian method and 8-9 a4 b3 c4 d2 - d4
the decision function approach
The confidence 1nterv§11 of the unknown 10-11 a5 b4 o5 & - 44
parameter of one population.
The confidence interval of the difference
between two unknown means, difference
between two proportion and the ratio of the 12-13 a3 b4 €3 d2 - d4
variances of two populations.
Estimation of the sample size 14 a6 b4 c5 d2 - d4
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